Heuristic algorithms vs. linear programs for designing efficient conservation reserve networks: Evaluation of solution optimality and processing time
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ABSTRACT

Systematic approaches to efficient reserve network design often make use of one of two types of site selection algorithm; linear programs or heuristic algorithms. Unlike with linear programs, heuristic algorithms have been demonstrated to yield suboptimal networks in that more sites are selected in order to meet conservation goals than may be necessary or fewer features are captured than is possible. Although the degree of suboptimality is not known when using heuristics, some researchers have suggested that it is not significant in most cases and that heuristics are preferred since they are more flexible and can yield a solution more quickly. Using eight binary datasets, we demonstrate that suboptimality of numbers of sites selected and biodiversity features protected can occur to various degrees depending on the dataset, the model design, and the type of heuristic applied, and that processing time is not dramatically different between optimal and heuristic algorithms. In choosing an algorithm, the degree of suboptimality may not always be as important to planners as the perception that optimal solvers have feasibility issues, and therefore heuristic algorithms might continue to be a popular tool for conservation planning. We conclude that for many datasets, feasibility of optimal algorithms should not be a concern and that the value of heuristic results can be greatly improved by using optimal algorithms to determine the degree of suboptimality of the results.

1. Introduction

Many resources are being expended to mitigate the global reduction in biodiversity, including through the delineation of protected areas (which might include parks, wildlife refuges, or conservation reserves) (Arcese and Sinclair, 1997; Scott et al., 2001; Margules et al., 2002; Williams et al., 2005a). Delineation of these areas (hereafter referred to as reserves) is an exercise in prioritization (Curio, 2002; Kingsland, 2002). Since not all areas can be set aside from development, and different areas have varying conservation and economic values, decisions must be made as to which areas are the most appropriate to conserve. Such decision-making can be facilitated through the use of systematic approaches with clearly defined and consensus driven methodologies based on current scientific practices, such as the principle of complementarity (Pressey et al., 1993). These approaches have been used around the world, and are seen to be advantageous...
because they allow the development of networks of reserves that make use of efficiencies of scale to increase the number of biodiversity features (species, landscape elements, ecological processes, or spatial relationships) that are captured in them (Vane-Wright et al., 1991; Rothley, 1999; Andelman and Willig, 2003; Margules and Pressey, 2000; Possingham et al., 2000; Williams et al., 2005b; Salamon et al., 2006).

The explicit and transparent nature of systematic approaches may provide more justifiable arguments for creating and siting conservation reserves than approaches based on subjective, ad hoc, or purely expert-based decisions (Williams, 1998; Cowling et al., 2003a; Noss, 2003; Bojórquez-Tapia et al., 2004; Pullin et al., 2004). However, there are different aspects of systematic approaches that can be challenged and there is considerable debate as to whether all aspects are equally appropriate or justifiable. Pressey (2002) outlines the history of systematic approaches that use complementarity and how it began with the work of Kirkpatrick (1983). Margules and Pressey (2000) summarize the methodologies that evolved in the two decades following Kirkpatrick’s work. Systematic approaches vary, but they commonly adopt a regional, multi-feature perspective (Cowling et al., 2003b) that is flexible, efficient (in terms of minimizing the number of sites required while maximizing the number of features conserved), and transparent (i.e., an explicit methodology in which the steps and decisions can be re-traced) (Possingham et al., 2000).

There are two main types of algorithms used in systematic reserve selection and these are described in more detail below. In brief, optimal algorithms use complex mathematical processes (i.e., linear programs) that output the entire set of sites that satisfy the model exactly (Church et al., 1996; McDonnell et al., 2002). In reserve design, linear programs often use binary (presence/absence) or integer (e.g., area) variables with presence or percent area targets as constraints, and are commonly referred to as integer linear programs (IP or ILP). The second type, known as heuristic algorithms, prioritize potential reserve locations by using iterative procedures to select sites one at a time, sometimes with an additive-only process and sometimes with a give-and-take process, to build a solution set to satisfy stated objectives (Pressey et al., 1997; Margules and Pressey, 2000). Heuristic algorithms can select sites using rules that maximize feature additions (i.e., greedy or richness algorithms) or that maximize specific feature attributes (e.g., rarity algorithms) and can be used to solve non-linear models as well (Williams et al., 2004). This paper does not consider non-linear cases where variables are interdependent, such as with population viability modeling, as some researchers have reported IP unsuitable for that purpose (Williams et al., 2004; Moilanen and Wintle, 2006; but see Haight et al., 2000; Haight et al., 2005).

### 1.1. Integer programs

Integer programs (IPs) have been in development for military and business applications since the second world war and have been adapted for reserve selection since the late 1980s (Cocks and Baird, 1989; Kingsland, 2002; ReVelle et al., 2002). In a reserve selection problem, variables such as presence/absence (e.g., species) or extent of biodiversity features (e.g., habitat cover) in a set of candidate sites can be represented in an IP or MIP (mixed integer program). Two types of optimization objectives can be applied to select the optimal number of sites from the set for inclusion in a nominal reserve network. The first, in which the model objective is to find the minimum number or set of sites that can include some number of occurrences of the features or some percentage or total area, is known as the locational set covering problem (LSCP, sensu Church et al., 1996; but also called the Species Set Covering Problem by ReVelle et al., 2002). Detailed descriptions of the LSCP model can be found in Rodrigues et al. (2000), Williams et al. (2004), and others. The second type of objective sets the maximum number of sites a priori as a constraint, and the solution set includes the maximum possible number or area of features that can be included in that set of sites. This is known as the maximal covering location problem (MCLP, sensu Church et al., 1996; but also called the Maximal Covering Species Problem by ReVelle et al., 2002). The two problems (LSCP and MCLP) are closely related, the LSCP being equivalent to the MCLP when the a priori fixed number of sites for an MCLP objective includes all features.

### 1.2. Heuristic algorithms

The use of heuristic methods to select representative reserve networks began in the 1980s, incorporating logical iterative methodologies to process datasets. Heuristic algorithms typically use a decision tree procedure, often with a similar goal to the LSCP of representing all species or other surrogate features in at least one location in the region, or to the MCLP of maximizing the number of features found in a predetermined number of sites or area. Such a heuristic sorts the sites according to one or more actual or derived attribute values, such as species richness or presence of rare species, decided on by the researchers or decision makers to represent, or act as a surrogate for, biodiversity. It then selects the site with the highest value for that attribute and places it in the network of notional sites. The algorithm then selects the site with the highest score from those not yet selected, often based on the principle of complementarity—that is, it re-calculates the conservation attribute values after first removing from further calculations those attributes that are included in the notional set (e.g., Saetersdal et al., 2003; Poulin et al., 2006; Oetting et al., 2006). This process reiterates in a step-wise fashion until all conservation features are represented as per the model goals. Most heuristic algorithms include rules for breaking ties as necessary throughout the process. These rules can be based on additional attributes, such as size, condition, or cost of the sites under consideration, or can be based on random selection methods.

### 1.3. Heuristic vs. optimal algorithms

The two approaches (heuristic and optimal algorithms) were developed independently of each other; heuristic methods address the same goals as the optimal approaches but use logical rather than mathematical methodologies (Possingham et al., 1993; Underhill, 1994). However, Possingham et al. (1993) and Underhill (1994) both pointed out that heuristic algorithms sometimes resulted in solution sets that contained
sites that were redundant or extraneous to the problem. That is, heuristics could not guarantee optimal results. They also noted that heuristic algorithms could not inform the user of the degree of suboptimality in the solution. This is true for the greedy method or more complex non-IP methods such as simulated annealing (Possingham et al., 2000). Optimality, in the sense used by Underhill (1994), and adopted here, refers to the minimum number of sites in a network needed to include all features in at least one location (for the LSCP) or the maximum number of features covered by a given size of network (for the MCLP).

Pressey et al. (1996) wrote that suboptimality should be minimized as much as possible but that optimal solutions were not always practical. IPs were not capable, at that time, of solving problems such as area percentage models in a reasonable time if too many sites or variables were involved, and today, even larger datasets are in common use (e.g., Crossman and Bryan, 2006). However, Pressey et al. (1996) and others (Willis et al., 1996; Rosing et al., 2002) pointed out that a certain degree of suboptimality may not be a drawback in practice because ecological and political factors may also influence final decisions on site locations, even when IPs are used to find optimal solutions. In a comparison of 30 different heuristics, Pressey et al. (1997) found that those that had explicit sets of rules yielded reserve networks that were only 5–10% larger than the network identified by an optimal algorithm. Since then, however, other comparisons between heuristic and optimal algorithms have concluded that greedy heuristics can yield considerably suboptimal solutions (see Table 1 in Rodrigues et al., 2000 for a summary; also see Moore et al., 2003; Fischer and Church, 2005).

This paper addresses this debate by exploring the differences between the two algorithm types in terms of solution suboptimality and the time needed to produce a solution. We compare an IP algorithm to a greedy heuristic algorithm with four variations for both LSCP and MCLP models using eight datasets for each test. The datasets are presence/absence (binary) data that represent different features, extents, and degrees of spatial resolution. We did not test datasets with non-binary variables, such as feature extent per site, but discuss their use. Similar tests have previously been done for the LSCP (e.g., Rodrigues and Gaston, 2002) and the results for the LSCP model here can be analyzed from within the context of that body of knowledge. As far as we know, however, no comprehensive testing has been done using the MCLP. In addition, since there have not been conclusive comparisons of the speed of these algorithms, we measured the time each took to produce an LSCP solution for nine datasets of varying size and features.

2. Methods

2.1. Data

Eight datasets were used from three geographical regions: British Columbia (BC), Canada; a portion of Ontario (ON), Canada; and the Carrickalinga Creek watershed near Adelaide, Australia (AU). They were acquired from existing reserve selection projects (Lindsay et al., unpublished; Olsen, unpublished; Bryan, unpublished, respectively). The datasets were all 0–1, presence–absence matrices that varied in number of sites, number of features, and the biodiversity surrogate type they were purported to represent (Table 1). We selected datasets of various size in order to test the algorithms of interest and provide some context to previous, similar studies regarding the performance of the two optimizing algorithm types.

2.2. Application of optimal algorithms

OPL Studio (Optimization Programming Library Studio, v.3.7 ILOG, Inc., Mountain View, California) “Cplex MIP (Mixed Integer Program)” (v.9.0) algorithm was used as the optimal algorithm. This is a general purpose algorithm that makes proprietary use of a number of techniques such as branch-and-bound, branch-and-cut (Mitchell, 2002; Fischer and Church, 2005), two families of heuristics, pre-processing, and probing (see Onal, 2003 for general details on commercial optimising methods) and solves binary or binary-integer problems. LSCP and MCLP models were applied to all datasets and the first complete solution set (many optimal solutions are typically found) was used as an example solution to compare to the heuristic solutions.

2.3. Application of heuristic algorithms

C-Plan (Conservation Planning Program; Anonymous, 1999) software was used to implement four variations of a greedy heuristic. Cells were prioritized and selected for the minimum set procedure for both the LSCP and MCLP using four attributes: rarity (inverse of feature frequency; Pressey et al.,

<table>
<thead>
<tr>
<th>Region</th>
<th>Biodiversity surrogate features</th>
<th>Number of features in group (F)</th>
<th>Number of grid cells (G)</th>
<th>Array size (F x G)</th>
<th>Cell size</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>Reptile species</td>
<td>15</td>
<td>1048</td>
<td>15,720</td>
<td>640 km² hexagon</td>
<td>Lindsay et al., unpublished</td>
</tr>
<tr>
<td>BC</td>
<td>Amphibian species</td>
<td>18</td>
<td>1551</td>
<td>27,918</td>
<td>640 km² hexagon</td>
<td>Lindsay et al., unpublished</td>
</tr>
<tr>
<td>BC</td>
<td>Species of concern</td>
<td>25</td>
<td>1589</td>
<td>39,725</td>
<td>640 km² hexagon</td>
<td>Lindsay et al., unpublished</td>
</tr>
<tr>
<td>BC</td>
<td>Species at risk</td>
<td>59</td>
<td>1588</td>
<td>93,692</td>
<td>640 km² hexagon</td>
<td>Lindsay et al., unpublished</td>
</tr>
<tr>
<td>BC</td>
<td>Mammal species</td>
<td>102</td>
<td>1589</td>
<td>162,078</td>
<td>640 km² hexagon</td>
<td>Lindsay et al., unpublished</td>
</tr>
<tr>
<td>BC</td>
<td>Bird species</td>
<td>274</td>
<td>1589</td>
<td>435,386</td>
<td>640 km² hexagon</td>
<td>Lindsay et al., unpublished</td>
</tr>
<tr>
<td>BC</td>
<td>Bird species (modified)</td>
<td>255</td>
<td>15,890</td>
<td>4,051,950</td>
<td>640 km² hexagon</td>
<td>Lindsay et al., unpublished</td>
</tr>
<tr>
<td>ON</td>
<td>Bird species</td>
<td>213</td>
<td>1203</td>
<td>256,239</td>
<td>10 km² square</td>
<td>Olsen, unpublished</td>
</tr>
<tr>
<td>AU</td>
<td>Soil and climate variables</td>
<td>65</td>
<td>89,376</td>
<td>6,166,944</td>
<td>25 m square</td>
<td>Bryan, unpublished</td>
</tr>
</tbody>
</table>
1994); richness (the sum of the number of different features present in the site); irreplaceability (Pressey et al., 1994; Ferrier et al., 2000); and summed irreplaceability (Ferrier et al., 2000). Irreplaceability and summed irreplaceability are statistical measures of the likelihood that a site/cell will be required in order to meet the goals of the model. All four prioritizing rules were applied to the LSCP and MCLP for all datasets.

2.4. Comparison of optimal and heuristic algorithms

Both algorithms were compared for the LSCP and MCLP problems in terms of the size of the solution set. The solution using the IP algorithm for LSCP is guaranteed to be optimal (the smallest size possible) and this was compared to the heuristic result in order to quantify its suboptimality. For MCLP models, the numbers of features captured using the optimal and heuristic algorithms were compared, with the IP algorithm being guaranteed to give the maximum number of features possible.

To evaluate the time required to achieve a solution to the LSCP using the four algorithms in C-Plan, a stopwatch was used to measure the time from when the prioritization attribute was selected until the minimum solution set was compiled. In OPL, the time to find the solution to the linear objective function and the time to find a solution set for that number of cells were added together, the former measured using a stopwatch and the latter using computer code. Timing was stopped after only one solution set was found in order to match the single minimum set solution found using C-Plan. In order to provide a dataset of intermediate size along with the smaller (BC and ON) and larger (AU) datasets for these speed tests, we modified the BC bird dataset by multiplicatively increasing the size as shown in Table 1. It was used in the speed tests with the other eight datasets. All work was done on a Pentium IV™ computer with dual Xeon 2.66 GHz CPUs, 1 GB RAM and the Windows XP Professional™ operating system.

3. Results

3.1. LSCP model

The results comparing the number of cells selected by OPL to the number of cells selected using the four functions in C-Plan for the locational set covering problem (LSCP) are shown in Fig. 1. As expected, the results from the optimal algorithm (OPL) were never larger than any of the C-Plan results for the LSCP. In all but one case (i.e., BC species at risk), C-Plan gave results that were closer to optimal when the two statistical prioritization attributes of irreplaceability and summed irreplaceability were used. Prioritizing based on summed irreplaceability also calculated redundancy as an additional sorting criterion and this produced optimal results in all eight

![Fig. 1 - Locational set covering problem (LSCP) solution sizes from an optimal algorithm (OPL) and four different heuristic algorithms (C-Plan).](image-url)
Fig. 2 – Number of species captured (y-axis) under the maximal covering location problem (MCLP) for different numbers of sites (x-axis) using an optimal algorithm (OPL: open diamonds, solid lines) and four heuristic (C-Plan) algorithms (summed irreplaceability: open squares, solid lines; irreplaceability: open triangles, solid lines; richness: dark squares, dashed lines; rarity: dark triangles, dashed lines). Note that not all symbols are visible, due to overlaps in data points, and that axis scales vary between datasets. (a) BC reptiles, (b) BC amphibians, (c) BC species of concern, (d) BC species at risk, (e) BC mammals, (f) BC birds, (g) Ontario birds, (h) Australia data.
datasets, while prioritization using irreplaceability did so for six of the eight. For the algorithms with richness or rarity prioritized, only three and two of eight datasets, respectively, produced the same number of sites as OPL, with the output prioritized on rarity requiring 7–71% more sites than OPL.

3.2. MCLP model

Results comparing the number of species or other features selected for each possible number of sites using the same algorithms for the maximal covering location problem (MCLP) are shown in Fig. 2. For the MCLP, the suboptimality of the four heuristic solutions for most datasets varied for different numbers of sites \(n\) as well as between heuristic prioritization methods. Put another way, suboptimality, when it exists in an MCLP problem, is usually greater than for the LSCP equivalent for the same heuristic and often increases (becomes more suboptimal) as the value of \(n\) diminishes. Many of the prioritizations achieved the optimal number of species as \(n\) approached the minimum number of sites required to capture all species (as identified using the LSCP). However, this did not occur for the richness attribute for BC mammals, BC species of concern, and ON birds, nor for the irreplaceability or rarity attributes for BC species at risk.

Results using richness as the sorting attribute were optimal or very close to optimal for every \(n\) in every case. Summed irreplaceability was optimal in one case (BC reptiles) and nearly so for every \(n\) for the BC species at risk and AU datasets. In other cases, it was quite similar in suboptimality to the irreplaceability results, except for the ON bird dataset, where irreplaceability results were more suboptimal. Rarity results were as suboptimal, or more so, than the other attribute with the most suboptimality, although this sometimes included optimal or near optimal results (e.g., ON birds for \(n > 9\), BC species at risk for \(n > 13\)).

3.3. Solution times

The times to solve the LSCP for the nine datasets using the optimal algorithm and the four heuristic algorithms are shown in Fig. 3. Comparison of the solution times to solve the LSCP for the nine datasets showed that the time required by the optimal algorithm (OPL) was consistently equivalent to, or less than, the time required by the heuristic algorithms (C-Plan), often being less by as much as 25–50%.

4. Discussion

4.1. Implications for suboptimality in reserve design

Previous studies (e.g., Csuti et al., 1997; Pressey et al., 1997; Fischer and Church, 2005) have found variation in...
suboptimality for the LSCP to be common and suggested that it varies with the design of the algorithm (i.e., the choice of prioritizing attribute and greedy vs. meta-heuristic) and the distribution of the features in the region. Two studies (Pressey et al., 1997; Csuti et al., 1997) used a single dataset each and found that suboptimality varied with differences in heuristic algorithm design. Csuti et al. (1997) found, as we did, that richness based algorithms gave better results than other heuristics for the MCLP. However, our results differ from two previous LSCP-type analyses, which showed that rarity based algorithms gave results closer to optimal (Csuti et al., 1997; Wiersma and Nudds, 2006); our LSCP results show that prioritizing for rarity usually yielded greater suboptimality than when prioritizing for richness.

Sætersdal et al. (1992) used a heuristic algorithm on two datasets and found that having more rare species gave better results, which was substantiated by Pressey et al. (1999) in a simulation study and by Moore et al. (2003) using a variety of datasets. Willis et al. (1996) found no suboptimality in output from two heuristic algorithms using a single dataset. Additionally, Pressey et al.’s (1999) simulation study found that the amount of nestedness or overlap of feature ranges was not related to suboptimality for a number of heuristics. However, none of these studies examined the degree of suboptimality when heuristics were based on statistical prioritization using irreplaceability or summed irreplaceability. In this study, these were generally found to have a lower degree of suboptimality than the richness or rarity based heuristic algorithms for the LSCP and varying degrees of suboptimality for the MCLP.

It is likely that the amount of suboptimality that is acceptable by a planner varies depending on the species, the nature of the conservation problem, and the planner(s). Moore et al. (2003) felt that their results of 0-9% suboptimality were close to optimal because they translated into additions of less than 1% of total area in the region. However, Onal (2003) notes that even a small overall regional percentage of additional land can have very large cost consequences. Rodrigues et al. (2000), assessing previous comparisons, report a range of 0-50% suboptimality, suggesting that results greater than about 25% were unacceptable, although these figures were not translated into percent of total area. Pressey et al. (1996), on the other hand, suggested that results in the range of 5% represented results from a well designed algorithm. In this study, 31 of 32 results (97%) had less than 40% suboptimality and 25 of 32 (78%) had less than 10% suboptimality. These results are good by most standards, although some caution is required when heuristics are used without knowing the level of suboptimality (e.g., McDonnell et al., 2002; Fox and Beckley, 2005; Pain et al., 2005; Wilson et al., 2005; Das et al., 2006; Strange et al., 2006b; Bergle et al., 2007). An understanding of this, and the fact that many heuristic algorithms are not deterministic (i.e., random decision steps can result in different solutions with differing and unknown amounts of suboptimality each time (Pressey et al., 1997; Fischer and Church, 2005)) is important, especially as software packages and training used for complementary reserve selection become more common (Williams et al., 2004) or are used to methodically evaluate other aspects of systematic planning (e.g., Wilson et al., 2005). With this in mind, as suggested by Pressey et al. (1997), a planner using a heuristic algorithm should probably do more than just run a variety of heuristics to increase confidence. Planners could potentially achieve a very high degree of confidence in the output of their algorithm(s) by obtaining optimal results for comparison. The feasibility of this suggestion is also discussed below in the section on speed.

In practice, planning is often constrained, by limits placed on resources, to use of the MCLP model. However, we are aware of only two papers that examined suboptimality for the MCLP model, each with only one dataset (Church et al., 1996; Csuti et al., 1997; Briers, 2002, for a heuristic-only MCLP comparison; Malcolm and ReVelle, 2005, for analysis of an extended MCLP where features are covered more than one time). Thus, our analysis presents a significant contribution to understanding suboptimality in the MCLP IP model. Our results show that suboptimality occurred across all eight datasets tested, but that it tended to decrease as the number of specified sites increased. We also found that the performance of the four prioritization attributes varied across datasets, but that the richness prioritization generally was least suboptimal and often optimal. These results are valuable in a real-world context. Our findings present a strong argument for including as many sites as possible as part of a real-world planning exercise under an MCLP model when using heuristic algorithms, in contrast to many policy documents which advocate for a single protected area to represent a given target region (e.g., Parks Canada, 1997; Yukon Protected Areas Strategy, 1998; Wiersma and Urban, 2005). They also suggest that using a richness-based greedy heuristic as the primary criterion for MCLP-based site selection may be an effective strategy for minimizing suboptimality when limited to the use of heuristics. However, it is still necessary to use optimal algorithms to determine the exact level of suboptimality.

4.2. Solution times

The findings of our speed tests contradict many statements in the literature that optimal algorithms take much longer or are infeasible. Heuristic algorithms are still regularly used in IP binary and non-binary data projects because of the perception that optimal algorithms are unable to produce results in a useful time frame, if at all (Fuller et al., 2006; Tsuji and Tsubaki, 2004; Poulin et al., 2006; Strange et al., 2006a). This perception is likely due to the fact that when systematic reserve selection first came into widespread use, limitations in computing power and lack of knowledge about IP processes sometimes prevented quick solutions using optimal algorithms with larger datasets. For example, Pressey et al. (1996) argued that optimal algorithms such as linear programming models were computationally intensive to run, and thus felt that heuristics were preferable since they can be incorporated into real-time decision making with stakeholders, as alternative scenarios can quickly be solved and incorporated. Rodrigues et al. (2000) reiterated this idea, pointing out that the set covering IP models are known to be of a class of problems called NP-hard, where there is always a chance, depending on unknown characteristics of the dataset and the algorithm, that a solution cannot be found except by the lengthy and often infeasible process of complete enumeration. However, since then, a number of researchers have used
optimal algorithms on binary and non-binary data without finding processing time to be onerous (Rodrigues and Gaston, 2002; Moore et al., 2003; Fischer and Church, 2005; Haight et al., 2005; Önal and Briers, 2005; Crossman and Bryan, 2006). The results here are in line with those findings. While we did not test datasets with non-binary variables, any differences in speed should only be due to dataset dimensions and not to differences in feasibility, as with heuristics, although this has yet to be tested to any degree for MCLP. For those datasets or algorithms where the solution is not delivered quickly, the bounds can be used to find a non-optimal solution where the suboptimality is known (Rodrigues and Gaston, 2002; Williams et al., 2005b) and which can be less suboptimal than a heuristic’s final solution (e.g., Fischer and Church, 2005).

Finding a single optimal or heuristic solution quickly does not ensure that the best network design will be quickly generated. Multiple runs of either type of algorithm may be necessary to find the site network that is most appropriate or acceptable to the situation at hand (e.g., Jackson et al., 2004). Depending on the number of alternative sets required, this can take many hours even when a single solution is delivered in seconds (Vanderkam, 2005). The greedy heuristic methodology is often used interactively, and in such situations the prioritizing attribute used and the importance of site values by different stakeholders could vary at each step. We are unaware of any studies that illustrate this same degree of flexibility using optimal algorithms, but the work done here with the MCLP makes it apparent that it can be done with appropriate software development. That is, using the MCLP with an increment value of 1 for \( n \), the solution set can be built using an optimal algorithm one site at a time so that stakeholder input can be considered. Our MCLP results support the value of such an approach since we showed numerous cases of greater suboptimality for heuristics that used smaller values of \( n \).

5. Conclusion

This study comparing optimal and heuristic algorithms agrees with previous findings that heuristic algorithms sometimes yield suboptimal solutions, and adds that for the MCLP, suboptimality may increase as fewer sites are examined. The degree of suboptimality of heuristic algorithms may be inconsequential when the results of reserve selection models are applied in practice, especially since trade-offs in land selection may result in solutions that deviate from the optimal, but it may be useful to know that certain model parameters, such as the number of sites the solution is constrained to, are likely to result in higher suboptimality.

As well, our findings run counter to the still widely held perception that these problems are intractable when using IP algorithms (Moilanen, 2005a). Across nine different binary datasets, no important difference was found in the time required to find a solution using the two algorithms, indicating a possible advantage of optimal algorithms that could become important with larger datasets. Non-binary variables should be no more constrained by IP algorithms than heuristic algorithms. With increases in computing power, it is relatively easy to make use of both types of algorithm. Optimal algorithms can be used to set a benchmark against which the degree of suboptimality of heuristics, or of land allocation decisions resulting from the more general planning process, can be compared (Rothley, 1999).

Heuristic algorithms have the advantage of being flexible and intuitive and will remain an attractive tool for planners because of the ability to interface the software directly with stakeholders. Using the optimal and heuristic algorithms in concert will give planners and managers a more comprehensive set of tools to delineate reserves, and ultimately allow for better conservation of biodiversity. We see good value in the development of tools and expertise for optimal algorithm use, such as modeling non-linear objectives as IP problems (Haight et al., 2004; Moilanen, 2005b), site connectivity (Orestes Cerdeira et al., 2005), and multiple time period modeling (Snyder et al., 2004).
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